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Properties of the Turbulent
Mixing Layer in a Spherical
Implosion
We describe the behavior of a multimode interface that degenerates into a turbulent mix-
ing layer when subjected to a spherical implosion. Results are presented from three-
dimensional (3D) numerical simulations performed using the astrophysical FLASH code,
while the underlying problem description is adopted from Youngs and Williams (YW).
During the implosion, perturbations at the interface are subjected to growth due to the
Richtmyer–Meshkov (RM) instability, the Rayleigh–Taylor (RT) instability, as well as the
Bell–Plesset (BP) effects. We report on several quantities of interest to the turbulence
modeling community, including the turbulent kinetic energy (TKE), components of the
anisotropy tensor, density self-correlation, and atomic mixing, among others.
[DOI: 10.1115/1.4038401]

1 Introduction

The implosion phase in inertial confinement fusion (ICF) [1]
can be characterized by aggressive turbulent mixing between the
hot fuel and the shell material. The turbulent mixing is driven by
the Richtmyer–Meshkov (RM) [2–4] and Rayleigh–Taylor (RT)
[5,6] instabilities, and can act to degrade the overall yield of the
process. The RM instability is explained by the deposition of bar-
oclinic vorticity as a result of shock impact of a corrugated inter-
face that separates gases of different densities. The RT instability
occurs when a light fluid is accelerated into a heavier fluid across
a perturbed interface, where the acceleration can either be con-
stant or time-dependent. To address these issues, there have been
a vast array of studies of such canonical instabilities, although
most of the efforts have been directed at the simpler, planar con-
figuration. The effect of spherical convergence on the nature of
such instabilities has been treated analytically, as well as through
numerical simulations. We provide a brief review later. In this
paper, we have investigated the behavior of turbulent mixing
when the flow is constrained by a spherically confined geometry,
as is the case with spherical implosions.

The effect of geometric convergence, due to either a cylindrical
or spherical geometry, on the growth of the RT instability was
illustrated by Bell and Plesset [7,8], and collectively referred to as
Bell–Plesset (BP) effects. At high convergence ratios, BP effects
that are also termed “undriven growth” can significantly enhance
the development of the underlying RT instability. In a series of
papers [9–11], Mikaelian investigated the linear growth rates of
Rayleigh–Taylor and Richtmyer–Meshkov instabilities in strati-
fied cylindrical and spherical shells, using a potential flow
approach. For cylindrical convergence, the BP effects are separa-
ble from the growth of driven instabilities such as RM/RT [11],
while more complex expressions for the growth rate were
obtained for the corresponding spherical problem [10]. Lombar-
dini et al. [12,13] developed a linear model for instability growth
in both cylindrical and spherical geometries, based on the RM
impulsive model, in the limit of RM growth driven by a self-
similar shock [14,15]. The effect of viscosity on the linear growth
of an RT-unstable spherical interface was examined by Terrones
and Carrara [16] in the limit of infinite density ratio between the

fluids. Finally, Ramshaw [17] developed a kinetic energy based
model coupled with a wavelength renormalization approach to
obtain expressions for both the linear and nonlinear growth rates
of interfaces in spherical geometry.

Youngs and Williams [18] defined an implosion problem in spher-
ical geometry, as an idealization of the ICF process. In particular,
Youngs and Williams [18] used the Lagrange-remap code TURMOIL

[19,20] to perform high resolution, three-dimensional (3D) numerical
simulations of the implosion in a spherical wedge, with multimode
perturbations prescribed at the interface between the gases. Joggerst
et al. [21] performed a code comparison study to examine the effect
of different meshes on instability growth at various stages of the
implosion defined by Youngs and Williams [18]. They found that
the growth rates of short wavelength modes in particular were
affected by the choice of mesh, and a grid that is aligned with the
interface was less susceptible to the rise of spurious modes at late
times. Lombardini et al. [13,22] used large eddy simulations to
investigate RM-driven turbulent mixing in a spherical geometry,
where the drive provided by a self-similar shock wave as defined in
Refs. [14] and [15]. In this paper, we report the results from high-
resolution simulations of the implosion problem [18] using the FLASH

[23] code, and describe in detail the behavior of several turbulent
quantities at various stages of the implosion history.

The rest of the paper is organized into numerical details and
problem definition (Sec. 2), results and discussion (Sec. 3), and
summary and conclusions (Sec. 4).

2 Numerical Details and Problem Definition

We use the astrophysical FLASH code [23] developed by the
FLASH center for computational sciences at the University of Chi-
cago. FLASH is an extensively validated, multiphysics, finite vol-
ume, highly modular, Eulerian code with capabilities such as
shock capturing, adaptive mesh refinement, and spherical coordi-
nates. The simulations were performed with a split piecewise par-
abolic method [24] solver, available in FLASH. We briefly review
the problem definition from Refs. [18] and [21], before highlight-
ing specific modifications required to simulate the problem with
the capabilities embedded in FLASH. In Ref. [18], the spherical
implosion is driven by a time-dependent pressure drive applied to
a moving boundary initially located at r¼ 12 cm. The interface
between dense, “shell” (q¼ 1.0 g/cm3, 10 cm � r< 12 cm) and
light, “inner” (q¼ 0.05 g/cm3, r< 10 cm) gases is initially at
r¼ 10 cm, and can support a prescribed, multimode perturbation.
Since FLASH is an Eulerian code, we introduce a third layer of a fic-
titious “outer” fluid (12 cm � r< 15 cm), whose purpose is to
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support the pressure drive, so that the interface between the outer
and shell materials provides the required piston action. Following
Ref. [21], the boundary location is forced to satisfy

Rbd tð Þ ¼ R0ð1-ubdtÞ (1)

where Rbd tð Þ refers to the time-dependent trajectory of the bound-
ary, R0 is its initial location, and ubd is a constant (0.2 s�1).
Figure 1 is a cross section of the spherical wedge ðp=2� p=8 �
ðh;/Þ � p=2þ p=8Þ investigated here, which shows the arrange-
ment involving the three fluids, along with the corresponding
dimensions of the problem (in cgs units). Periodic boundary con-
ditions were employed in the lateral directions, while the surface
at r¼ 15 cm was treated as an outflow boundary to allow the
reflected rarefaction (and other acoustic waves) to exit the compu-
tational domain without triggering spurious reflections. A reflect-
ing boundary is placed at r¼ dr, so that the singularity at r¼ 0 is
excluded from the computational domain. The fluid properties are
listed in Table 1. We use R0 as a length scale, the initial interface
jump velocity DU as a velocity scale, and R0=DU as the time scale
for normalizing the variables.

The interface between the inner and shell materials was initial-
ized with a multimode perturbation suggested by Youngs and Wil-
liams [18] (consisting of a superposition of cosine waves), with
wavenumbers confined to kmin ¼ p � ðkh; kuÞ � kmax ¼ p=2dr.
The initial amplitudes and phases are randomized with a Gaussian
distribution, thereby avoiding local pileups of peaks and valleys.
Following Ref. [18], the power spectrum of the perturbation field
satisfies pðkÞ ¼ Ck�2 for kmin < ðkh; kuÞ < kmax, and pðkÞ ¼ 0
otherwise. The constant C is chosen so that s:d:2 ¼

Ð
pðkÞdk,

where s:d: ¼ 0:005 is the standard deviation of the perturbation
field. Surface perturbations within a cell volume are converted to
corresponding perturbations of the mass fraction Y. When more
than a single fluid is present in a cell, the fluids are assumed to be
numerically mixed leading to a corresponding cell mass fraction.
Thus, we do not explicitly track the interface between the fluids,

an approach that has been shown to be successful in the handling
of flows with sharp discontinuities and shocks.

The resulting perturbation field is shown in Fig. 2. The radial
cell containing the perturbation is further subsampled to
adequately resolve perturbation growth during the linear stages. In
Section 3, we present the results from three simulations with grid
resolutions in (h, u, r) of 128� 128� 384, 256� 256� 786, and
512� 512� 1536 zones. The adaptive mesh refinement mesh is
locally defined to be 64� 64� 192 in the region r< 1.5 cm to
avoid the significant computational costs associated with tracking
the convergent shock in that region at late times. From an exami-
nation of results from the two approaches, we found that the radial
profiles of pressure, density, and other quantities are in excellent
agreement, and the maximum discrepancy in local values does not
exceed 10% at any radial location and at any time.

3 Results and Discussion

3.1 Unperturbed: One-Dimensional Simulations. We ver-
ify our numerical problem setup by comparing results from a one-
dimensional (1D), unperturbed simulation (768 zones in r-) with
the corresponding data from Ref. [18]. Figure 3 is a plot of the tra-
jectories of the inner/shell interface, as well as the external bound-
ary between the shell and outer material which follows Eq. (1).
We also track the location of the driving shock in each case
through local maxima of the pressure gradients. Thus, for s �

Fig. 1 Problem setup and geometry

Table 1 Simulation details and fluid properties

Fluid r (cm) c
p

dyn

cm2

� �
q

g

cm3

� �
e (erg)

Inner 10 5/3 0.1 0.05 3
Shell 12 5/3 0.1 1 0.15
Outer 15 5/3 0.1 0.1 150

Fig. 2 Contours of the initial perturbation field

Fig. 3 Radial trajectories of the unperturbed interface, shocks
and boundary from 1D, FLASH simulations. Results are compared
with data from Ref. [18].
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0.24, we plot the trajectory of the incident shock, while we track
the transmitted and reflected shocks from the origin for s> 0.24.
The unperturbed, interface location from FLASH is compared with
the corresponding results from Ref. [18], and shows excellent
agreement in Fig. 3. Following the incident shock impact at
s¼ 0.24, the interface is initially RM-unstable, while the large ini-
tial radius likely implies that the effects of convergence will be
limited at this stage. For the initial heavy ! light interaction, the
Atwood number associated with the inner/shell interface is
�0.905. The shock impact results in a transmitted shock and a
reflected rarefaction, while the interface appears to coast with a
nearly constant radial velocity. However, the transmitted shock is
reflected from the origin and shocks the collapsing interface sev-
eral times in a light ! heavy configuration. These interactions
cause the interface to stagnate at s� 1.2, followed by a slight
rebound. The flow development at this stage is complex and
involves stages of RM instability immediately following each

shock, interspersed with durations of RT instability subjected to
variable acceleration. For the flow conditions investigated here, a
radial convergence ratio of �4 is observed in the FLASH simula-
tions. As shown in Ref. [21], the use of an aligned coordinate
mesh in FLASH here eliminates the formation of spurious, grid-
seeded modes even at high convergences.

3.2 Multimode: Three-Dimensional Simulations. The sim-
ulations were repeated in 3D with multimode perturbations
described in Sec. 2, and at the three different mesh resolutions to
establish grid convergence. In Fig. 4, we plot the time history of
the extents of the mixing layer defined as the r-locations where
the planar-averaged mass fractions achieve values of 1% and
99%. The FLASH results shown are at the maximum mesh resolu-
tion employed in this study (512� 512� 1536) and compared
with the corresponding data from Ref. [18]. From Fig. 4, it is clear
that the initial RM phase of evolution produces scant growth,
since the small amplitudes of the imposed perturbations ensure
that modes remain in linear growth at this stage. Significant ampli-
tude growth is observed beginning at around s� 0.96 following
the first reshock event, which re-energizes the nonlinear mixing
layer. This is followed by aggressive growth of the mixing layer
driven by a combination of reshock-driven RM growth, variable
acceleration RT growth as well as BP effects due to the high con-
vergences at late times.

Figures 5(a)–5(e) represent isosurfaces of mass fraction of the
inner fluid satisfying the condition <Yinner>¼ 0.5, where the <•>
denotes planar-averaging along (h, u). At s¼ 0.87, the interface
growth favors shorter wavelengths, which have the highest linear
RM growth rates. The shape of the mass fraction isosurface imme-
diately following reshock is illustrated in Fig. 5(b), and shows that
once individual modes have reached nonlinear saturation (h� k),
larger wavelengths are formed through mode-coupling. By
s¼ 1.08 (Fig. 5(c)), we observe the onset of cross-modal interac-
tions and mode coupling which will eventually lead to mixing.
Figures 5(d) and 5(e) show the turbulent mixing layer at late
times, when multiple reflected shocks have passed through the
interface. At these late times, the isosurface is characterized by
significant levels of mixing, and asymmetry between the bubble
and spike fronts. The bubble-spike asymmetry is a result of the
large density contrasts between the fluids, but also due to conver-
gence effects which favor inward pointing spikes.

Fig. 4 Radial trajectories of the 1% and 99% angular-averaged
isosurfaces of the mass fraction, plotted from the 3D FLASH sim-
ulations with multimode initial perturbations. Results are com-
pared with data from Ref. [18].

Fig. 5 Isosurfaces of the mass fraction corresponding to the 50% level at (a) s 5 0.87, (b)
s 5 1.00, (c) s 5 1.08, (d) s 5 1.22, and (e) s 5 1.44
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We plot the angular-averaged mass fraction (inner fluid) pro-
files <Yinner> across the mixing layer in Fig. 6(a), corresponding
to the times shown in Fig. 5. When the radial coordinate is scaled
as shown in Fig. 6(a), the profiles are anchored at (r� rc)/W �
0.5. At late times, the flow appears to settle down to a self-similar
state, evidenced by the collapse of the mass fraction profiles for
s> 0.96. As the reflected shocks repeatedly impact the flow at late
times, the underlying self-similarity of the flow does not appear to
be affected. The corresponding product <YinnerYshell> is plotted
as a radial function in Fig. 6(b). At late times, <YinnerYshell> peaks
at the centerline at �0.18, where a value of 0.25 would indicate
perfect mixing. Once again, the profiles collapse at late times
(s> 0.96) suggesting that the flow reaches a self-similar state
when subjected to mixing from repeated shocks and RT.

For RM flows, the amplitude of the mixing layer is typically
defined as r99%-r1%, where r99% (r1%) denotes the radial location
of the surface <Yinner>¼ 99% (1%). In Fig. 7, we plot the time
evolution of the mixing layer amplitude from FLASH simulations
with mesh resolutions of 256� 256� 768 and 512� 512� 1536.
The results are compared with the corresponding data from Ref.
[18] and show good agreement. Consistent with the images of the
isosurfaces discussed earlier, the growth rate of the mixing layer
falls in the linear regime until the first reshock event s � 0.96.
Significant nonlinear growth and mixing is observed at late times,
due to the combination of RM/RT/BP effects. In Fig. 7, we also
show results from the simulations at lower resolutions (128 zones

and 256 zones). At late time, following reshock, the simulations
show good mesh convergence and are in agreement with the
results from Ref. [18]. At early times, the simulation with 128
zones (and to a lesser extent the 256 zone calculation) shows a
larger mixing width compared with the highest-resolution case. At
these early times, the growth of the mixing width is due to the lin-
ear growth of individual modes, so that the larger width observed
in the poorly resolved (128 zone) case is attributable to the numer-
ical diffusion dominating over the linear growth.

We track the fraction of molecularly mixed fluid through the
atomic mix parameter

H tð Þ ¼ }ðtÞ
dðtÞ ¼

ð1
0

<Yð1-YÞ > drð1
0

Yh i 1-Yh idr

(2)

where }(t) and d(t) represent the actual chemical product thick-
ness and the maximum thickness product formed with complete
mixing, respectively [22]. Thus, the measure in Eq. (2) compares
large-scale stirring with small-scale mixing that is associated with
a numerical diffusivity. Note that H(t) is related to the intensity of
segregation I(t) through H(t)¼ 1� I(t), and can change from 0!
1 to indicate variation from segregated to completely mixed states.
In Fig. 8, we plot the evolution of the atomic mix parameter H(t),
as well as }(t) and d(t) from our highest resolution simulations.
The high values of H(t) observed at early times (s< 0.96) during
which the linear mixing layer exhibits little mixing are an artifact
of the discrete representation of the initial interface in our simula-
tions [512� 512� 1536]. At early times, when the interface is
confined within a cell, the only contribution to the integral in Eq.
(2) is from the presence of both fluids in a given cell volume [25].
After reshock (s> 0.96), the nonlinear growth spreads the inter-
face across multiple mesh zones, so that the atomic mix becomes
a more reliable indicator of the fraction of molecularly mixed fluid
within the mixing layer. At late times, the atomic mix parameter
approaches a value of �0.7, consistent with earlier findings of
mixing in RT and RM flows.

The behavior of the widths }(t) and d(t) from the lower resolu-
tion simulation (128 zones) is consistent with the trend observed
in Fig. 7 for the mixing layer amplitude—discrepancies at early
time due to the dominance of numerical diffusion over linear
growth of modes, and convergence to the high-resolution results
at late times when the flow is dominated by nonlinear growth and
turbulence. Simulations at the lower mesh resolution show the
same qualitative trend in the behavior of the atomic mix parame-
ter, while the transition from the initial (artificial) H value occurs
at different times in each case. Specifically, the higher resolution
simulations show this transition earlier, since these calculations
had much smaller mesh sizes that the nascent flow can outgrow at

Fig. 6 Radial profiles at different times of (a) <Yinner> and (b) <Yinner Yshell>

Fig. 7 Time evolution of the turbulent mixing amplitude W in a
spherical implosion. Results from FLASH are compared with TUR-

MOIL data from Ref. [18].
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an earlier time. When this occurs, the value of H transitions from
the artificial initial value to a measure that is reflective of the frac-
tion of atomically mixed fluid within the flow.

The radial profile of the turbulent kinetic energy (TKE) at s �
1.44 is plotted in Fig. 9 from the FLASH simulations at different
mesh levels. Following Ref. [18], we use the definition

TKE ¼ 1

2

q vr-evrð Þ2 þ v2
h þ v2

u

� �D E
qh i

(3)

where evr is the mass-averaged radial velocity. The radial coordi-
nate is scaled as ðr-rcÞ=W, where rc denotes the radial location
with <Y>¼ 0.5, and W is the amplitude of the mixing layer. In
Fig. 9, the two simulations with the highest resolutions show that
the TKE has converged across the mixing layer, while the coarsest
simulation yields marginally higher values. In Figs. 10(a) and
10(b), we plot cross-stream profiles of the anisotropy tensor at the
instance of stagnation and at the final time, respectively. The ani-
sotropy tensor is defined according to

Bij ¼
vivjh i

2TKE
-
1

3
dij (4)

where vivjh i are components of the Reynolds stress tensor. For
isotropic turbulence, Bij¼ 0, while strong anisotropy suggests Bij

! 2/3 in the dominant direction (and Bij ! �1/3 in the other
directions) [26]. The diagonal components of the anisotropy ten-
sor are plotted as a function of the nondimensional radial coordi-
nate at stagnation (Fig. 10(a)) and at the end of the simulation
(Fig. 10(b)). Both plots suggest strong anisotropy in the radial
direction with Brr � 0.2760.01 and 0.3860.01 at s � 1.22 and s
� 1.44, respectively. In contrast, the angular components are
restricted to 18.5% of the total energy at those times. However,
the levels of anisotropy observed here are lower than in other
directed flows such as RT [25] and could be due to the repeated
realignment (scrambling) of the mixing layer from multiple
reshock events.

In variable density flows such as RT and RM turbulent flows,
quantities such as the normalized mass flux ai and the density spe-
cific volume correlation parameter b are important in understand-
ing turbulent transport within the mixing layer [26,27]. In
particular, in the non-Boussinesq limit, these quantities can
develop asymmetries across the mixing layer, in proportion to the
density contrast between the fluids. The normalized mass flux in
the ith direction is defined as ai ¼ <q0v0i > =<q > and has been
recognized to be a critical quantity in the conversion of potential
energy to kinetic energy in buoyancy-driven flows [26,27]. In
Fig. 11(a), we plot the cross-stream profiles of the normalized
mass flux in the radial direction (ar), for the two highest resolved
cases at the end of the simulation (s � 1.44). The obtained ar pro-
files are asymmetric and skew toward the spikes, suggesting
greater mass flux associated with the spikes due to the large den-
sity differences. This velocity increase on the spike side is also
compounded by greater geometric convergence experienced by
the spikes, which are directed inward toward the origin.

In Refs. [22] and [27], the authors show that the density specific
volume correlation parameter b ¼ - q0 1=qð Þ0

� �
can modify the

production term in the radial mass flux equation. In Fig. 11(b), we
plot the radial profile of the b parameter at s � 1.44, and at the
two highest mesh resolutions. The peak values obtained here
(�0.28) are similar to values reported by Lombardini et al. [22]
for their heavy ! light simulation in a spherical geometry. Once
again, the profiles are skewed toward the light side of the mixing
layer, suggesting that the flow is highly non-Boussinesq and
requiring the solution of variable density equations in modeling
transport [27,28].

Following Ref. [29], we compute the turbulent kinetic energy
spectra associated with variable density flow as

E kð Þ ¼ 1

2

ð ðX3

i¼1

cqvi bvi
� þ cqvi

�bvi

� 	
(5)

where “b” indicates a two-dimensional Fourier transform opera-
tion performed on a (h, u) plane of statistically homogeneous
data, while “*” represents the corresponding complex conjugate.

Fig. 8 Time evolution of (a) the maximum molecular mixing thickness d(t), (b) the total molecular mixing thickness }(t), and
(c) the atomic mix parameter H

Fig. 9 Cross-stream profiles of the TKE scaled by
k0 5 1/2qavgDU2 from FLASH simulations at different mesh resolu-
tions and plotted at s 5 1.44
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Thus, the two-dimensional fast Fourier transform operations were
performed on (h, u) planes corresponding to the radial location
rjYinner¼0:5, while the double integral in the above equation indicates
averaging over a circular region in wavenumber space, thus result-
ing in a 1D kinetic energy spectrum. In Fig. 12, we plot energy
spectra from three critical moments in the flow, viz., following the
initial shock as modes achieve nonlinearity (Fig. 12(a)),

immediately following reshock (Fig. 12(b)) and at late time
(Fig. 12(c)). In each case, the kinetic energy spectra are compen-
sated by the coefficient k5/3 to highlight the inertial range, while
the wavenumber axis is nondimensionalized with R(t), the radius
of the corresponding unperturbed interface at that time.

The energy spectrum shown in Fig. 12(a) was obtained at
s¼ 0.77, following the incident shock and still shows the imprint

Fig. 10 Cross-stream profiles of diagonal components of the anisotropy tensor at (a) s 5 1.2
(stagnation) and (b) s 5 1.44

Fig. 11 Cross-stream profiles of (a) the radial normalized turbulent mass flux ar and (b) the
density-specific volume correlation b. Both quantities are plotted at s 5 1.44.

Fig. 12 Compensated kinetic energy spectra obtained from radial locations where Yinner 5 50%: (a) s 5 0.77, (b) s 5 0.95, and
(c) s 5 1.44
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of the initial conditions. At this early time, a narrow band of
modes appears to have evolved to nonlinearity (h� k), while the
long wavelengths have not filled in. At s¼ 0.95 (Fig. 12(b)), the
appearance of an inertial range is evident as the flow has clearly
transitioned to turbulence following the reshock event. However,
the inertial range at this time is narrow and represents a flow
developing into an eventual self-similar state. Figure 12(c) is
obtained from the rjYinner¼0:5 surface at late time (s¼ 1.44) and
shows an inertial range spanning a decade with a slope approach-
ing k�5/3. The broadband nature of the spectrum and the exis-
tence of a substantial inertial range suggest that the flow exhibits
a self-similar state at these late times. From the kinetic energy
spectra, we determine the inner viscous length scale k� as
the intersection point between the fiducials corresponding to
the inertial and the dissipation ranges. For s¼ 1.44, we find
k� R(t) � 220, where k�¼ 2p/k� and R(t) is the location of the
corresponding unperturbed interface. The outer length scale is
given by d�W(t), where W(t) is the amplitude of the turbulent
mixing layer, so that the effective Reynolds number is obtained

as follows [30–33]: Re ¼ 50d



k�

� �4=3
� 1:1� 104. A similar

analysis conducted at s¼ 0.95 yields k� R(t) � 410 and Re �
1.25 �103.

4 Summary and Conclusions

We have discussed results from numerical simulations of a
spherical implosion of relevance to the ICF application. The prob-
lem statement was originally defined by Youngs and Williams
[18] and also serves as a benchmark for evaluating different
numerical algorithms. The simulations were performed here with
the widely used FLASH code, for two different conditions: unper-
turbed interface and an interface initialized with multimode per-
turbations. The flow conditions and initialization were chosen to
match parameters in Refs. [18] and [21], while the problem setup
had to be modified to introduce an outer layer of fluid that could
serve to support the driving shock. Thus, the interface between the
outer fluid and shell material in the Eulerian simulations discussed
here serve the purpose of the moving boundary in the ALE code
TURMOIL [19,20]. Nevertheless, we find several quantities of inter-
est including the radial trajectory of the unperturbed interface and
the mixing width of the turbulent flow to be in very good agree-
ment with the results from Ref. [18].

The implosion of a spherical interface is susceptible to multiple
instabilities, resulting in a complex evolution over time. The ini-
tial growth is driven by the convergent shock and can be attributed
to RM growth of linear modes. At late times, the nonlinear mixing
layer is repeatedly impacted by shocks reflected at the origin,
interspersed with stages of RT-driven growth. This is also
reflected in the atomic mix parameter, which saturates to �0.7 at
late times following the interactions of the interface with the
reflected shocks. In addition, at the convergence ratios achieved
here, BP effects are expected to play a role, thus contributing pref-
erentially to the growth of the spike front. At late times, the flow
evolves to higher levels of anisotropy, with much of the turbulent
kinetic energy residing in the radial component.

In the future, we plan to extend this work by comparing results
from the FLASH simulations with turbulent mix models [9,27,28].
Future studies will also include detailed investigations on the
effects of the convergence ratio, the initial conditions, and the
shock strength on the development of the turbulent mixing layer
properties discussed in this paper.
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Nomenclature

Bij ¼ component of anisotropy tensor
e ¼ internal energy
h ¼ amplitude of perturbation

IðtÞ ¼ intensity of segregation
k ¼ wavenumber of the perturbation
p ¼ pressure

PðkÞ ¼ power spectrum of perturbation field
r ¼ radial coordinate

Rbd ¼ radial location of interface between shell and outer fluids
R0 ¼ initial radial location of interface between inner and shell

material
s.d. ¼ standard deviation of random perturbation field
ubd ¼ radial velocity of boundary
W ¼ mixing width
Y ¼ mass fraction
c ¼ adiabatic index

dðtÞ ¼ maximum mixing product width
h ¼ azimuthal angular coordinate

H tð Þ ¼ atomic mix
q ¼ fluid density
s ¼ nondimensional time scale
u ¼ zenithal angular coordinate

} tð Þ ¼ total product width
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