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Table 3  Maximum Cumulative Erosion Rate  (mg/min) 

 A1070B CAC402 NW2200 NW2201 SUS316L 

Tohoku University 10.54±0.53 0.685±0.028 0.538±0.017 1.119±0.013 0.271±0.003 
   coefficient of variation %: 5.1 4.0 3.2 1.2 0.9 
Fukui University 11.45±0.81 0.608±0.007 0.383±0.035 0.858±0.024 0.274±0.019 
   coefficient of variation %: 7.1 1.2 9.2 2.8 6.9 
Nihon University 11.69±0.70 0.812±0.055 0.648±0.021 1.244±0.032 0.379±0.005 
   coefficient of variation %: 6.0 6.7 3.2 2.6 1.4 
Dynaflow Inc. 10.32±0.95 0.691±0.072 0.484±0.023 1.077±0.034 0.280±0.015 
   coefficient of variation %: 9.2 10.4 4.8 3.2 5.3 

Average of laboratory averages: 11.00 0.699 0.513 1.074 0.301 

 Pooled Variabilities—Absolute Values 

"Repeatability" standard deviation 0.75 0.040 0.024 0.026 0.010 
"Reproducibility" standard deviation 0.67 0.084 0.111 0.161 0.053 

 Pooled Variabilities—Normalized Values 

"Repeatability" coefficient of variation % 6.8 5.8 4.7 2.4 3.5 
"Reproducibility" coefficient of variation % 6.1 12.1 21.6 15.0 17.5 

 
The repeatability and the reproducibility depend on the materials and they varied as shown in Table 3 from 2 % - 7 % 
and 6 % to 22 %. 
In the case of ASTM G32, repeatability and reproducibility coefficient of variation using Nickel 200 were 4.2 % and 
10.3 %, respectively [6].  

Conclusion  
In order to keep ASTM G134, an interlaboratory study ILS was carried out in collaboration with four institutions using 
five materials, and the maximum cumulative erosion rates obtained were presented. It was revealed that the 
“Repeatability” coefficient of variation depends on the materials, and it varied from 2 % to 7 %. The “Reproducibility” 
coefficient of variation also changes from material to material from 6 % to 22 %. Here, “Repeatability” means the 
average of the standard deviation of each institution. “Reproducibility” was obtained from the standard deviation of 
the average of each institution. Note that the coefficient of variation in the same institute was about 1 % - 10 %.  
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Abstract

In this work, the effect of transient needle motion on gasoline multi-hole injector’s internal and near
nozzle flow was studied. Spray G nozzle, an eight hole counter-bore injector from the Engine Com-
bustion Network (ECN), was considered as the fluid domain. Simulations considered the effect of
turbulence, cavitation, flash-boiling, compressibility and non-condensable gases under transient nee-
dle lift. To model the two phase flow inside and outside the nozzle, the Homogeneous Relaxation
Model (HRM) coupled with the Volume of Fluid (VOF) approach was used. HRM model is used in
this study because it uses an empirical timescale to reproduce a range of vaporizations mechanisms
i.e. both cavitation and flash boiling mechanisms. To model turbulence, the RNG k − ε model was
used. Simulations were performed with two different boundary conditions for the outlet domain to
investigate non-flashing and evaporative (Spray-G) and flashing (Spray-G2) conditions. The simu-
lation results were qualitatively validated against the experimental images and quantitatively against
the experimental rate of injection (ROI) profile. The liquid plume angle showed good agreement
with that of experimental measurement. The results show that the simulation is capable of captur-
ing the ROI accurately with upstream pressure boundary condition and transient needle lift profile.
Furthermore, the results show that the hole-to-hole variation in the total injected mass was not very
significant. The simulation was also able to capture the cavitation phenomena inside the nozzles and
flash boiling in the near nozzle region.

Keywords: Spray G injector, flashing, non-flashing, rate of injection (ROI)

Introduction

Gasoline compression ignition (GCI) engines are becoming popular to exploit the advantage of higher fuel volatil-
ity and potentially lower aromatic content [1]. To improve the fidelity of simulation-based GCI combustion system
development, it is mandatory to enhance the prediction of injection characteristics. Fuel injection always involves
phase-change phenomena. The two most common phase-change phenomena are cavitation and flash boiling. The
phase-change process is highly complex in nature. Cavitation takes place in high pressure diesel injectors and is a
pressure-driven vaporization taking place at low temperatures. At high fuel temperatures, more energy is required for
phase-transition per unit volume of vapor due to high saturation vapor density compared to that of low temeprature
fuel. Thus, flash boiling is a thermal non-equilibirium process unlike cavitation. The non-dimensional Jacob number
(Ja = ρlCP∆T

ρvhlv
) which is the ratio of sensible heat energy available to the energy required for vaporization can be

used to explain this phenomenon [2]. The high Jacob number indicates that there is abundance of energy available
in the liquid to generate vapor. This means that the process is close to equilibirium since heat transfer time-scale is
much lower than flow time-scale, and hence cavitating. Alternatively, when the Jacob number is low, the process is
non-equilibirium, i.e. flash boiling and the heat transfer time scales will be of the same order as that of the flow time
scales [3].

There are several numerical studies on flash boiling for GDI injectors available in the literature [3,4,5,6,7]. Moulai
et al. [6] used the OpenFOAM® CFD package to simulate the flash boiling condition by using a velocity boundary
condition calculated from the rate of injection (ROI) data from experiments. Recently, Baldwin et al. [7] used the
OpenFOAM® package to simulate the flash boiling under transient needle motion. Other simulation works have used
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the CONVERGE CFD code and successfully demonstrated its potential to predict flash boiling conditions either at
fully opened condition or at different static needle lift positions [3,4,5]. In this work, the CONVERGE CFD package is
employed to study the flash boiling phenomenon with transient needle motion. In what follows, the numerical model
is described and results are presented and discussed.

Numerical methodology

The simulations were performed using the CONVERGE v2.4 CFD package. CONVERGE solves the conservation
equations for mass, momentum, and energy, with the addition of a turbulence closure model. To model turbulence, the
Reynolds Averaged Navier-Stokes (RANS) approach was employed and, in particular, the k − ε model was used.

The Volume of Fluid (VOF) approach is used to model the two-phase flow. In the VOF method, a function α is
used to represent the void function which is defined as follows

• α = 0: the cell contains only liquid

• 0 < α < 1: the cell contains both liquid and gas

• α = 1: the cell contains only gas

The density in the cell is computed by the following equation

ρ = αρg + (1− α)ρl (1)
where, ρg is the gas density and ρl is the liquid density.

The void fraction is solved by the following conservation equation

∂α

∂t
+ ui

∂α

∂xi
= S (2)

However, the void fraction is not directly transported as in Eq. (2), instead the species are first solved using the
species transport equation

∂ρm
∂t

+
∂ρmuj

∂xj
=

∂

∂xj

(
ρD

∂Ym

∂xj
+ Sm

)
(3)

where, ρm = Ymρ
The void fraction is then computed based on the liquid and gas mass fractions as follows

α =
mg/ρg

mg/ρg +ml/ρl
(4)

where,mg is the gas mass fraction (i.e. fuel vapor and dissolved gas) andml is the liquid mass fraction.
The Homogenous Relaxation Model (HRM) [8] approach is used to evaluate the source term Sm in the species

conservation Eq. (3). This approach describes the rate at which the instantaneous mass fraction of vapor in a two-
phase mixture will approach its equilibirium. A simple linearized form for this rate was proposed by Bilicki and
Kestin [9] as

Dx

Dt
=

x̄− x

θ
(5)

where, Dx
Dt is the rate of change of local vapor quality which gives the estimate for Sm, x is instantaneous mass, x̄

is equilibirium mass and θ is the time scale over which x reaches to x̄. For evaporation, the time scale θ is calculated
using the following equation

θ = θ0α
aφb (6)

where, θ0 is 3.84 ∗ 10−7[s], α is the fuel void fraction, a = −0.54, b = −1.76, and φ is a dimensionless pressure
defined as

φ =

����
Psat − P

Pcr − Psat

���� (7)

where, Psat is the pressure at saturation temperature and Pcr is the critical pressure
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Computational domain

The computational domain used in this current study is the internal nozzle geometry of spray G injector from Engine
Combustion Network (ECN) [10]. The nozzle has 8 counter-bored holes with 5 dimples as shown in Fig. 1. In order
to capture the near nozzle flow, a hemispherical plenum is necessary to extend the outlet domain. In this study, a
hemispherical plenum of 9 mm diameter is used based on the studies done by Saha et al. [3,4]. The vertical cut-plane
showing the mesh with the 9 mm outlet domain is shown in Fig. 2. A base cellsize of 150 µm is used in this study.
Fixed embedding has been used near the walls, inside the holes and inside the hemispherical outlet domain near the
nozzles to capture the sharp gradients in velocity, temperature, species, etc. Three levels of fixed embedding have been
used. Therefore, the smallest cell size is 8 times smaller than the base grid, i.e., smallest cell size is 150 µm ∗ 2−3 =
18.75 µm. According to Moulai et al. [5], reasonable predictions were feasible with even a 22.5 µm of minimum grid
size.

Figure 1: Spray G nozzle geometry with 8 nozzle holes and 5 dimples obtained from ECN [10].

Figure 2: (a) Vertical cut-plane showing the mesh with 9 mm hemispherical outlet domain at fully opened conditions, (b) Zoomed in view of mesh
in the nozzle region and (c) 3D mesh in the nozzle region.

Initial and boundary conditions

At the inlet and outlet, a pressure boundary condition was used. For walls and the interface between the liquid and
vapor phase, a no-slip boundary condition was enabled. Turbulent kinetic energy and dissipation rate were given as
the turbulence boundary condition at both the inlet and outlet of the domain. As liquid fuel cannot be 100% pure, a
very small amount of non-condensable gas was considered to be present in the liquid fuel. This non-condensable gas
also acts as nucleation sites for cavitation inception. A more realistic needle lift profile obtained from experiments was
used in the simulation. The needle motion was changed to make it monotonic for a finite positive initial needle lift.
The needle position was started from 2 µm of lift and remained stationary until 2.5 µs into the simulation. The time
of 2.5 µs was chosen because this was the amount of time the experimental data indicated it would take to reach 2 µm
of lift. After this point, the needle position followed the experimental lift generated by the experiment [10]. Fig. 3
shows the experimental ensembled-averaged needle lift and lift profile used in the simulations. The details of the cases
studied in this work are summarized in Table 1.
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the CONVERGE CFD code and successfully demonstrated its potential to predict flash boiling conditions either at
fully opened condition or at different static needle lift positions [3,4,5]. In this work, the CONVERGE CFD package is
employed to study the flash boiling phenomenon with transient needle motion. In what follows, the numerical model
is described and results are presented and discussed.

Numerical methodology

The simulations were performed using the CONVERGE v2.4 CFD package. CONVERGE solves the conservation
equations for mass, momentum, and energy, with the addition of a turbulence closure model. To model turbulence, the
Reynolds Averaged Navier-Stokes (RANS) approach was employed and, in particular, the k − ε model was used.

The Volume of Fluid (VOF) approach is used to model the two-phase flow. In the VOF method, a function α is
used to represent the void function which is defined as follows

• α = 0: the cell contains only liquid

• 0 < α < 1: the cell contains both liquid and gas

• α = 1: the cell contains only gas

The density in the cell is computed by the following equation

ρ = αρg + (1− α)ρl (1)
where, ρg is the gas density and ρl is the liquid density.

The void fraction is solved by the following conservation equation

∂α

∂t
+ ui

∂α

∂xi
= S (2)

However, the void fraction is not directly transported as in Eq. (2), instead the species are first solved using the
species transport equation

∂ρm
∂t

+
∂ρmuj

∂xj
=

∂

∂xj

(
ρD

∂Ym

∂xj
+ Sm

)
(3)

where, ρm = Ymρ
The void fraction is then computed based on the liquid and gas mass fractions as follows

α =
mg/ρg

mg/ρg +ml/ρl
(4)

where,mg is the gas mass fraction (i.e. fuel vapor and dissolved gas) andml is the liquid mass fraction.
The Homogenous Relaxation Model (HRM) [8] approach is used to evaluate the source term Sm in the species

conservation Eq. (3). This approach describes the rate at which the instantaneous mass fraction of vapor in a two-
phase mixture will approach its equilibirium. A simple linearized form for this rate was proposed by Bilicki and
Kestin [9] as

Dx

Dt
=

x̄− x

θ
(5)

where, Dx
Dt is the rate of change of local vapor quality which gives the estimate for Sm, x is instantaneous mass, x̄

is equilibirium mass and θ is the time scale over which x reaches to x̄. For evaporation, the time scale θ is calculated
using the following equation

θ = θ0α
aφb (6)

where, θ0 is 3.84 ∗ 10−7[s], α is the fuel void fraction, a = −0.54, b = −1.76, and φ is a dimensionless pressure
defined as

φ =

����
Psat − P

Pcr − Psat

���� (7)

where, Psat is the pressure at saturation temperature and Pcr is the critical pressure

10th International Symposium on Cavitation - CAV2018 
Baltimore, Maryland, USA, May 14 – 16, 2018

CAV18-05120 

Computational domain

The computational domain used in this current study is the internal nozzle geometry of spray G injector from Engine
Combustion Network (ECN) [10]. The nozzle has 8 counter-bored holes with 5 dimples as shown in Fig. 1. In order
to capture the near nozzle flow, a hemispherical plenum is necessary to extend the outlet domain. In this study, a
hemispherical plenum of 9 mm diameter is used based on the studies done by Saha et al. [3,4]. The vertical cut-plane
showing the mesh with the 9 mm outlet domain is shown in Fig. 2. A base cellsize of 150 µm is used in this study.
Fixed embedding has been used near the walls, inside the holes and inside the hemispherical outlet domain near the
nozzles to capture the sharp gradients in velocity, temperature, species, etc. Three levels of fixed embedding have been
used. Therefore, the smallest cell size is 8 times smaller than the base grid, i.e., smallest cell size is 150 µm ∗ 2−3 =
18.75 µm. According to Moulai et al. [5], reasonable predictions were feasible with even a 22.5 µm of minimum grid
size.

Figure 1: Spray G nozzle geometry with 8 nozzle holes and 5 dimples obtained from ECN [10].

Figure 2: (a) Vertical cut-plane showing the mesh with 9 mm hemispherical outlet domain at fully opened conditions, (b) Zoomed in view of mesh
in the nozzle region and (c) 3D mesh in the nozzle region.

Initial and boundary conditions

At the inlet and outlet, a pressure boundary condition was used. For walls and the interface between the liquid and
vapor phase, a no-slip boundary condition was enabled. Turbulent kinetic energy and dissipation rate were given as
the turbulence boundary condition at both the inlet and outlet of the domain. As liquid fuel cannot be 100% pure, a
very small amount of non-condensable gas was considered to be present in the liquid fuel. This non-condensable gas
also acts as nucleation sites for cavitation inception. A more realistic needle lift profile obtained from experiments was
used in the simulation. The needle motion was changed to make it monotonic for a finite positive initial needle lift.
The needle position was started from 2 µm of lift and remained stationary until 2.5 µs into the simulation. The time
of 2.5 µs was chosen because this was the amount of time the experimental data indicated it would take to reach 2 µm
of lift. After this point, the needle position followed the experimental lift generated by the experiment [10]. Fig. 3
shows the experimental ensembled-averaged needle lift and lift profile used in the simulations. The details of the cases
studied in this work are summarized in Table 1.
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Table 1: Cases simulated.

Spray-G Spray-G2
Fuel iso-octane iso-octane
Fuel temperature 363.15 K 363.15 K
Injection pressure 20 MPa 20 MPa
Back pressure 600 kPa 53 kPa
Ambient temperature 573.15 K 333.15 K

Figure 3: Experimental [10] ensembled-averaged needle lift and needle lift profile used in simulation which starts at 2 µm.

Results and discussion

The numerical simulation results were validated quantitatively and qualitatively against the experimental results avail-
able from literature. Fig. 4 shows the qualitative comparison of both flashing and non-flashing conditions. The volume
rendered fuel mass fraction of iso-octane is compared with the spray images obtained from the experiments. It can be
observed that there is a uniform contact of fuel with counter-bore under flashing conditions, while non-flashing case
shows gaps between the plumes allowing ingestion of ambient gas. This phenomenon is very well captured by the
simulations.

Figure 4: Experimental images (top) [6] of non-flashing (left) and flashing (right) and volume rendered fuel mass fraction from the simulations
(bottom).

Fig. 5a shows the raw and smoothed rate of injection profiles obtained from the simulation. The raw data exhibited a
high degree of transient variability as an inherent nature of two-phase flow. The raw data have been filtered using a Fast
Fourier Transform (FFT) method to de-noise the simulation result. Fig. 5b, on the other hand, shows the comparison
between experimental and smoothed simulated data. It can be found that there is a good agreement between the
experimental and simulated data. This demonstrates the capability of the methodology to predict the rate of injection
profile under flash boiling conditions incorporating transient needle motion.
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(a) Raw predicted rate of injection and smoothed rate of injection using
FFT filter.

(b) Comparison of experimental and simulated rate of injection.

Figure 5: Rate of injection (ROI).

The total injected mass was calculated by integrating the mass flow rate across the outlet of each hole throughout
the injection duration. The total mass agreed well with experimental data of 10 mg as specified by ECN. The hole-to-
hole variation is shown in Fig. 6. It was found that the variation was very small in the order of 2-3%. No apparent
dependance was found on the asymmetry of the nozzle, as expected in previous studies [4,5]. This indicates that the
nozzle asymmetry has negligible importance on hole-to-hole variations and if any were found experimentally, it may
be due to the manufacturing imperfections in the nozzle.

Figure 6: Hole-to-hole variation in mass flow rate.

Fig. 7 shows the comparison of liquid spray half-cone angle between simulation and experiment. As the phase
change occurs inside the nozzle holes, it forces liquid to flow out at a different angle and it displayed a good agreement
with the experimental result.

Figure 7: Comparison of liquid spray half cone angle between simulation and experiment [11].

10th International Symposium on Cavitation - CAV2018 
Baltimore, Maryland, USA, May 14 – 16, 2018

CAV18-05120 

D
ow

nloaded from
 http://asm

edc.silverchair.com
/book/chapter-pdf/3823121/861851_ch112.pdf by guest on 20 April 2024



589

Table 1: Cases simulated.

Spray-G Spray-G2
Fuel iso-octane iso-octane
Fuel temperature 363.15 K 363.15 K
Injection pressure 20 MPa 20 MPa
Back pressure 600 kPa 53 kPa
Ambient temperature 573.15 K 333.15 K

Figure 3: Experimental [10] ensembled-averaged needle lift and needle lift profile used in simulation which starts at 2 µm.

Results and discussion

The numerical simulation results were validated quantitatively and qualitatively against the experimental results avail-
able from literature. Fig. 4 shows the qualitative comparison of both flashing and non-flashing conditions. The volume
rendered fuel mass fraction of iso-octane is compared with the spray images obtained from the experiments. It can be
observed that there is a uniform contact of fuel with counter-bore under flashing conditions, while non-flashing case
shows gaps between the plumes allowing ingestion of ambient gas. This phenomenon is very well captured by the
simulations.

Figure 4: Experimental images (top) [6] of non-flashing (left) and flashing (right) and volume rendered fuel mass fraction from the simulations
(bottom).

Fig. 5a shows the raw and smoothed rate of injection profiles obtained from the simulation. The raw data exhibited a
high degree of transient variability as an inherent nature of two-phase flow. The raw data have been filtered using a Fast
Fourier Transform (FFT) method to de-noise the simulation result. Fig. 5b, on the other hand, shows the comparison
between experimental and smoothed simulated data. It can be found that there is a good agreement between the
experimental and simulated data. This demonstrates the capability of the methodology to predict the rate of injection
profile under flash boiling conditions incorporating transient needle motion.
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(b) Comparison of experimental and simulated rate of injection.

Figure 5: Rate of injection (ROI).

The total injected mass was calculated by integrating the mass flow rate across the outlet of each hole throughout
the injection duration. The total mass agreed well with experimental data of 10 mg as specified by ECN. The hole-to-
hole variation is shown in Fig. 6. It was found that the variation was very small in the order of 2-3%. No apparent
dependance was found on the asymmetry of the nozzle, as expected in previous studies [4,5]. This indicates that the
nozzle asymmetry has negligible importance on hole-to-hole variations and if any were found experimentally, it may
be due to the manufacturing imperfections in the nozzle.

Figure 6: Hole-to-hole variation in mass flow rate.

Fig. 7 shows the comparison of liquid spray half-cone angle between simulation and experiment. As the phase
change occurs inside the nozzle holes, it forces liquid to flow out at a different angle and it displayed a good agreement
with the experimental result.

Figure 7: Comparison of liquid spray half cone angle between simulation and experiment [11].
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Fig. 8 shows the comparison of cavitation inception between spray-G and spray-G2 conditions. It can be found that
mild cavitation like phenomenon takes place inside the injector nozzle holes. The higher differential pressure in the
spray-G2 case under same fuel temperature leads to more vapor formation inside the holes as compared to the spray-G
case.

Figure 8: Comparison of cavitation inception between Spray-G and Spray-G2 conditions.

Conclusions

Numerical simulations of internal and near nozzle flow under flashing and non-flashing conditions with transient needle
motion were succesfully done with the CONVERGE v2.4 CFD code. The simulations predicted the plume-to-plume
interactions under flashing conditions and rate of injection in good agreement with the experiments. It was found that
the hole-to-hole variation due to nozzle asymmetry was not significant. Furthermore, the simulations captured mild
cavitation like phenomenon inside the nozzle holes due to higher differential pressure.
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Abstract 

 
This paper presents an investigation of the evolution of flow structures and cavitation intensity in water as an 
analogue for a liquid metal under ultrasonic excitation. Results are presented for 20 kHz high-power ultrasound. 
The input power ranged from 50% (8.5 μm p-p) to 100% (17 μm p-p). To identify the streaming structures and 
understand the recirculation flows for different vibrational amplitudes of the sonotrode, particle image 
velocimetry (PIV) measured the velocity field. Simultaneously, a calibrated cavitometer probe measured 
acoustic intensity in the fluid. The cavitation intensity away from the acoustic source decreased with increasing 
input acoustic power, but was relatively constant inside the cavitation zone (irrespective of the input power). PIV 
measurements showed that the direction of the flow pattern was strongly related to the vibrational amplitude of 
the sonotrode. These results are compared with the predictions of an acoustic cavitation model. The outcome of 
the present work will help to determine the efficient optimization of ultrasonic processing of liquid metals that is 
of increasing technological importance. 
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Introduction 

Ultrasonic melt treatment (UST) is an environment friendly and economical alternative to many conventional 
melt processes used to control liquid metal quality, such as fluxing, modification, and gas lancing. UST 
involves introducing high-intensity ultrasonic waves into liquid metal to induce acoustic cavitation [1]. 
Cavitation bubbles expand non-linearly, become unstable upon reaching a critical size, and collapse 
catastrophically, thereby generating high-speed liquid jets, shockwaves, and local hot spots [2–4]. Laboratory 
tests showed that UST offers beneficial effects, such as accelerated diffusion, activation of inclusions, improved 
wetting, dissolution, deagglomeration, and dispersion of particles leading to degassing, refined, equiaxed 
solidification microstructure, and uniform distribution of constituent phases [5–9]. However, an insufficient 
understanding of the phenomena governing UST (e.g. cavitation intensity distribution and acoustic streaming) 
hinders more widespread implementation of UST technology in industry [10]. 
 
The understanding and quantification of recirculation patterns within the acoustic cavitation zone and the mass 
exchange between the cavitation zone and the surrounding fluid are important for optimizing UST e.g. for the 
grain refinement of the as-cast structure. Recently, Wang et al. [11] showed that a continuous recirculation 
pattern created a low temperature gradient throughout the melt: this favours an equiaxed grain structure, which 
is usually preferred by industry. In direct-chill casting, induced-acoustic streaming promotes forced convection 
that is opposed and much stronger to natural convection in the melt, facilitating further activation (wetting) of 
extrinsic particles, solid fragmentation and self-grain refining, mixing and elemental homogenisation within the 
bulk melt [5]. 
 
So far, no accurate comprehensive theory of acoustic streaming with cavitation has been developed. There were 
some successful attempts to model acoustic streaming using a sonotrode as a flow/pressure source and getting 
average distribution of velocities [12,13] as well as performing PIV measurements of acoustic flows generated 
by a sonotrode[13,14]. The calculated range of velocities was between 0.2 and 2 m/s [12] while PIV 
measurements gave the range up to 0.1 m/s [13] for similar ultrasonic conditions. Linking the intensity and 
details of cavitation to acoustic streaming in modelling approaches remains a major challenge. Barthès et al. 
[14] used PIV techniques to demonstrate the interaction between the acoustic streaming below a sonotrode with 
a transverse horizontal flow in a rectangular duct, showing that cavitation bubbles can be transported significant 
distances by the flow and remain active, which may be important for practical applications [15]. To get more 
insight into the inter-related effects of cavitation and acoustic streaming, a combination of visualisation 
techniques and simultaneous acoustic measurements, and more sophisticated modelling, is required. 
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